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Abstract—Fault diagnosis is a critical process for the reliability 

and durability of proton exchange membrane fuel cells (PEMFCs). 

Due to the complexity of internal transport processes inside the 

PEMFCs, developing an accurate model considering various 

failure mechanisms is extremely difficult. In this paper, a novel 

data-driven approach based on sensor pre-selection and artificial 

neural network (ANN) are proposed. Firstly, the features of sensor 

data in time-domain and frequency-domain are extracted for 

sensitivity analysis. The sensors with poor response to the changes 

of system states are filtered out. Then experimental data 

monitored by the remaining sensors are utilized to establish the 

fault diagnosis model by using the ANN model. Levenberg-

Marquardt (LM) algorithm, resilient propagation (RP) algorithm, 

and scaled conjugate gradient (SCG) algorithm are utilized in the 

neural network training, respectively. The diagnostic results 

demonstrate that the diagnostic accuracy rate reaches 99.2% and 

the recall rate reaches 98.3% by the proposed methods. The 

effectiveness of the proposed method is verified by comparing the 

diagnostic results in this work and that by support vector machine 

(SVM) and logistic regression (LR). Besides, the high 

computational efficiency of the proposed method supports the 

possibility of online diagnosis. Meanwhile, detecting the faults in 

the early stage can provide effective guidance for fault tolerant 

control of the PEMFCs system. 

 

Index Terms—Artificial neural network; Data-driven approach; 

Fault diagnosis; PEMFCs system; Hydrogen 

I. INTRODUCTION 

lternative energy sources have received much attention in 

the last few decades. Among those alternative energies, 

hydrogen and fuel cell technology, especially proton exchange 

membrane fuel cells (PEMFCs), has attracted much interest due 

to its high-power density, low operating temperature, and fast 

response. PEMFCs can be applied in many fields, such as 

stationary power stations and automobile industry [1]. However, 

reliability and durability are still two main obstacles to its 
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commercialization[2]. Therefore, fault diagnosis of PEMFC 

has been increasingly acquired attention. 

As a nonlinear, dynamic, and time-varying system, a fuel cell 

system involves the fuel cell stack and multiple auxiliary 

subsystems including reactant gas supply subsystems, water 

and heat management subsystems[3]. To accurately detect and 

identify the faults occurring in the system is not a trivial task. 

On such basis, a series of studies have been devoted to the 

PEMFCs fault diagnosis. In the literature, the diagnostic 

methods are mainly sorted into two categories, i.e., model-

based method and data-driven method [4]. 

In model-based method, residuals between experimental 

measurements and numerical model outputs could be analyzed 

for fault identification [5]. Hence, the reliability of the diagnosis 

results mainly depends on the accuracy of the numerical model. 

Outbib et al. [5] built an electrical equivalent model, which 

could be used as a unifying approach to fuel cell systems, for 

fuel cell flooding detection. Moreover, an interval linear 

parameter varying (LPV) observer was used to generate an 

adaptive threshold [6]–[8]. Fault isolation was based on 

generating a set of residuals with the available sensors and 

exploit the different sensitivity to the set of considered faults. 

Liu et al. [9] employed a modified super-twisting sliding mode 

algorithm to the observe design, based on a simplified nonlinear 

model. The residual signal was computed online from 

comparisons between the oxygen excess ratio obtained from the 

system model and the observe system. Lee et al. [10] used the 

residual of the heat transfer rate, two coolant flow rates, and one 

coolant temperature to diagnose the thermal management 

system of PEMFCs. The faults occurring in the pumps, sensors, 

and heat exchangers could also be diagnosed by utilizing the 

residual-based method.  

With the performance improvement of modern processors, 

another branch named data-driven diagnosis has gained 

increasing attention. The basic principle of the data-driven 
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diagnosis method is to collect and analyze real-time 

information from multiple sensor data (historical or not) to 

detect possible faults. The extraction and selection of correct 

data features, as well as the identification of system state labels, 

construct the most critical part of the data-driven method. For 

feature construction and selection, the diagnosis approach, 

based on empirical mode decomposition (EMD), relied on the 

decomposition of PEMFCs output voltage to detect and isolate 

flooding and drying faults [11]. Steiner et al. [12] and Pahon et 

al. [13] proposed a multi-scale decomposition feature extraction 

method based on discrete wavelet transform from the signal-

processing domain. This method only used the stack voltage as 

an input variable. Zhao et al. [14] and Hua et al. [15] also 

proposed a fault diagnosis method based on multi-sensor 

signals and principal component analysis (PCA), and a 

simplified statistic index for fault diagnosis was deduced based 

on the PCA. The complexity of the system makes more sensors 

be introduced for better diagnosis performance. Therefore, how 

to screen the information collected from the most appropriate 

sensor is the key to realize the diagnosis. To find the optimal 

sensor set with minimum size, Mao et al. considered both 

sensor sensitivity and noise resistance. The sensitivity matrix, 

relating sensor measurements and fuel cell health parameters, 

was developed via the fuel cell model [16]–[18]. Wavelet 

transform-based techniques were used to study the sensor 

consistency during the operation. The sensor sensitivity can be 

evaluated without PEM fuel cell physical model [19].  

Support vector machine (SVM) is the most common 

algorithm used in data-driven fault diagnosis. Li et al. [20]–[22] 

combined the directed acyclic graph support vector machine 

(DAGSVM) with a designed diagnosis rule. To accomplish the 

diagnosis algorithm in real-time, a highly integrated electronic 

chip with multiplexing and high-speed computing capabilities 

was developed. Cao et al. [23] employed ML-SVM for Multi-

Label pattern identification. Han et al. [24] proposed a method 

of the possibilistic fuzzy C-means clustering artificial bee 

colony support vector machine (PFCM-ABC-SVM), which 

filtered data with Gaussian noise and reduced the amplitude of 

characteristic parameters to ±10%. Tian et al. [25] used support 

vector data description (SVDD) and relevance vector machine 

(RVM) optimized by the artificial bee colony (ABC) to avoid 

false alarms in fault diagnosis. Some other methods should be 

mentioned. Liu et al.  proposed a variety of data fusion methods, 

e.g., a method combing extreme learning machine (ELM) and 

Dempster-Shafer (D-S) evidence theory [26], and a discrete 

hidden Markov model (DHMM) fault diagnosis strategy based 

on K-means clustering [27]. Andújar et al. [28] constructed a 

diagnosis tree based on expert experience and knowledge. The 

fault diagnosis of the system was carried out from four aspects, 

i.e., electrical state, thermal state, fuel state, and stack state. To 

deal with the time series data of PEMFC system, Gu et al. [29] 

developed a long short-term memory (LSTM) network model 

for flooding fault diagnosis, and adopted the auxiliary system 

statuses as the inputs of the network. Besides, the model-based 

and data-driven method are combined in some researches. 

Bharath et al. [30] developed a 3D model of PEMFC based on 

semi empirical model for membrane drying and flooding faults 

diagnosis. 

As stated in the literature studies, fault diagnosis, especially 

online fault diagnosis, has been considered as one of the crucial 

techniques to ensure the safe operation of the fuel cell system. 

To realize online diagnosis for PEMFCs systems, the 

computational efficiency of the online diagnosis approach must 

be considered, since the online algorithms are implemented in 

embedded systems with limited computational power[22]. On 

the other hand, when a fault occurs, the abnormal measurement 

data from PEMFCs system sensors, such as current, voltage, 

thermocouple, humidification, pressure, and so on, can 

effectively help us to identify possible fault states [19]. Thus, 

the use of multiple sensors provides more distinguishable 

information for specific system faults. However, that leads to a 

high dimensional dataset during the system operation. As the 

analysis of high dimensional dataset is complex and time-

consuming, a sensor pre-selection method is necessary to 

maintain the balance between computational time and 

diagnostic accuracy. 

 

In this study, an innovative fault diagnosis strategy for 

PEMFCs systems based on sensor pre-selection method and 

artificial neural network (ANN) algorithm is proposed. For 

sensitivity analysis, features of sensor data in time-domain and 

frequency-domain are firstly extracted for a selected set of 

PEMFCs fault conditions. The insensitive data from sensors for 

a specific fault are removed from the original dataset. Because 

those data, not only do not improve the diagnosis accuracy but 

also increase the calculation time. After that, a backpropagation 

neural network based on the Levenberg-Marquardt training 

algorithm (LM-BPNN) is trained for fault classification. The 

influence on diagnosis efficiency of LM-BPNN hidden layer 

size and training samples distribution is discussed at the end of 

the paper for practical application. The contributions of this 

article are as follows: 

1) A novel sensor pre-selection method is proposed, which 

can exclude the useless information and select the optimal 

sensors for PEMFC system fault diagnosis. The method can 

apparently reduce the computational complexity of the 

diagnosis and installation cost of on-board sensors. 

2) The proposed sensor selection technique can select the 

sensor without the use of PEMFC physical model, which is 

more useful in practical systems. Since the development of high 

precision and accurate physical model is extremely difficult and 

time-consuming. 

PEMFC 
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Fig. 1.  Flowchart of using multi-sensor data for PEMFC fault diagnosis 
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3) The neural network based on Levenberg-Marquart 

training algorithm has high computational efficiency and 

diagnostic performance, which is conducive to the realization 

of online diagnosis. 

The remainder of this paper is organized as follows: In 

Section 2, the proposed method, including sensor selection 

algorithm and fault classification algorithm, is described. 

Section 3 introduces the details of the dataset utilized in this 

study. In Section 4, the effectiveness of the proposed method is 

verified. From the results, conclusions are listed in Section 5.  

 

II. METHODOLOGIES 

In this section, the complete procedure of the proposed 

method and detailed implementation are presented. The key 

technologies of PEMFCs system fault detection and diagnosis 

based on the sensor pre-selection and LM-BPNN are carefully 

addressed. 

Data-preparing is the first step for the data-driven fault 

diagnosis system, and the data are obtained from historical 

databases generally. The data utilized in this study were 

reported by Mao et. al [31]. The dataset contains a total of 

206,420 sets of data, and each set contains twenty sensor 

measurements displayed in Table I (The system consisted of 

two fuel cell stacks, # expresses the stack number). During the 

test, two load current modes, constant current and quick 

fluctuations, were applied to get different system state. With the 

assistance of post-analysis by electrochemical impedance 

spectroscopy (EIS), system states can be divided into three 

categories. The state with the constant load current and without 

fault was defined as normal, which was represented by label [1 

0 0]. The cases with transient load but without fault detected 

were defined as unknown, which was represented by label [0 1 

0]. The state with transient load current and fault was defined 

as fault, which was represented by label [0 0 1]. The unknown 

state here can be regarded as the abnormal sensor indication in 

the practical system. Therefore, the purpose of fault diagnosis 

in this study is not only to distinguish fuel cell healthy state and 

fault state, and moreover to separate faulty signals from 

unknown parts. 

A. Framework of Fault Detection and Diagnosis Scheme 

The procedure of the proposed fault diagnosis method is 

shown in Fig.1, and the detailed procedure is as follows: 

1) Pretreatment of the data. The data utilized in this study are 

obtained from historical databases. The original data should be 

preprocessed firstly. The data set is divided into training set, 

validation set, and testing set for the subsequent model 

establishment and verification. To eliminate the influence of 

singular samples, the above three data sets are normalized by 

the following formula separately [32]: 

* mean( )

std( )

i i
i

i

x x
x

x

−
=  (1) 

where 
*

jx   is the normalized variable, j is the dimension of 

the variable, mean and std are the mean and standard deviation 

of the j-th dimension, respectively. 

2) Sensor pre-selection. Multiple sensors are introduced in 

the experimental data acquisition. Considering the 

computational cost and diagnostic accuracy, the original 

sensors are filtered. The variables with low sensitivity to 

selected fault conditions are removed from the dataset. This 

process is carried out through time-frequency analysis of the 

sensors. The remaining data, recorded by filtered sensors, are 

used as input variables in the next segment. 

3) Establishment of LM-BPNN. The selected sensor with 

labeled data XL is used to train the entire neural network. 

Different training algorithms with the Levenberg-Marquardt 

(LM), resilient propagation (RP), and scaled conjugate gradient 

(SCG) are compared. The training algorithm with fast 

convergence speed and better diagnostic performance is 

selected for better computational efficiency. 

4) Verification of the trained LM-BPNN on the testing set. 

The trained LM-BPNN is utilized to predict the type of each 

sample in the testing set, and the samples are compared with the 

real labels to verify the effect of the proposed method. 

B. Sensor Pre-Selection Based on Time-Frequency Analysis 

The key for the reliable PEM fuel cell fault diagnosis and 

prognosis is the collection and utilization of sufficient 

information from the PEM fuel cell system. For this purpose, 

various sensors, such as current sensor, flow meter, pressure 

gauge, humidification sensor, etc. were installed in the PEM 

fuel cell system to collect the system information. As a result, 

it led to a high-dimensional dataset during the system operation. 

As stated earlier, to realize online diagnosis for PEMFCs 

systems, the computational efficiency of the diagnosis approach 

must be considered. Also, since the data were collected from 

experiments, it is inevitably contaminated by noise and 

abnormal data. Therefore, the inclusion of insensitive sensors 

may not improve the diagnostic results but only increases the 

computational time. It can be concluded that it is necessary to 

TABLE I 

TWENTY VARIABLES SELECTED FORM THE PEMFC SYSTEM 

Variables Explanation Abbreviations 
 

Abbreviations 

Variables 1 anode outlet pressure #1 AOP1  AOP1 

Variables 2 anode outlet pressure #2 AOP2  AOP2 

Variables 3 cathode outlet pressure #1 COP1  COP1 

Variables 4 cathode outlet pressure #2 COP2  COP2 

Variables 5 current I  I 

Variables 6 anode reactant flow ARF  ARF 

Variables 7 anode inlet pressure #1 AIP1  AIP1 

Variables 8 anode inlet pressure #2 AIP2  AIP2 

Variables 9 cathode air inlet flow CAIF  CAIF 

Variables 10 cathode inlet pressure #1 CIP1  CIP1 

Variables 11 cathode stoichiometry CS  CS 

Variables 12 cathode outlet temperature #2 COT2  COT2 

Variables 13 cathode inlet temperature #2 CIT2  CIT2 

Variables 14 cathode outlet temperature #1 COT1  COT1 

Variables 15 cathode inlet temperature #1 CIT1  CIT1 

Variables 16 primary water inlet pressure #2 PWIP2  PWIP2 

Variables 17 primary water inlet pressure #1 PWIP1  PWIP1 

Variables 18 primary water inlet flow #2 PWIF2  PWIF2 

Variables 19 primary water inlet flow #1 PWIF1  PWIF1 

Variables 20 water inlet temperature WIT  WIT 
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further investigate the information in the sensors, and select 

sensors that are more sensitive to PEM fuel cell system 

performance variation. 

Time-frequency domain analysis is a common method in the 

field of signal processing, which helps to extract the 

information hidden behind a large number of seemingly messy 

data. It is difficult to get the relationship between the sensor and 

the system state only by the original data recorded by the sensor. 

In this study, the data collected by each sensor is regarded as a 

whole. The time-frequency characteristics of each sensor in 

different system states are calculated respectively. The 

eigenvalue difference of the same sensor in different system 

states reveals the sensitivity of the sensor to the system fault 

condition. 

In time-domain analysis, several statistical features are 

extracted from each sensor variable. Statistics can be used to 

check the characteristics of the data, including concentration, 

dispersion and distribution shape of the data. The statistic 

features extracted from sensor data are listed below: 

2

1

1
( ( ) mean ( ))

N

i

SD S i S i
N =

= −  （2） 

2

1

1
( ( ))

N

i

RMS S i
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=   （3） 

3

1

3
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N

i
S i S i

NSK
SD

=
−

=
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 （4） 

4

1

4

1
( ( ) mean ( ))

N

i
S i S i

NKU
SD

=
−

=


 （5） 

where SD is the standard deviation, RMS is the root mean 

square, SK is the skewness, KU is the kurtosis, N is the total 

amount of data for each sensor, S(i) is the value of the data 

recorded by the i-th sensor, and mean is the mean of the data 

recorded by the i-th sensor.      

In frequency-domain analysis, wavelet packet transform 

(WPT) is used to decompose the original signal into wavelet 

packets at different frequency ranges; signals at these frequency 

ranges are then re-constructed for calculating signal energies. 

The highest energy is selected for analysis. The generalized 

energies can be calculated using extracted wavelet packet 

coefficients below [12]: 

 
2

,

,

1p p

j k

j kp

E C
N

=   (6) 

where p indicates the packet number, ,

p

j kC  are the 

coefficients contained in the packet p , and pN  is the number 

of coefficients in the packet p .  

In this study, the time-domain analysis results are coupled 

with the frequency-domain analysis results. The detailed 

calculation and analysis results are presented in section 3.1. It 

should be mentioned that the Pearson correlation coefficient 

(PCC) was also utilized for preliminary screening in previous 

researches. However, the correlation between variables should 

obey normal distribution and linear relationships in PCC 

analysis. Therefore, the application of PCC in the field of fuel 

cell fault diagnosis needs further consideration. 

C. LM-BP Neural Network 

ANN has been widely used in industrial fields, such as 

nonlinear control, system analysis, and data classification [33]. 

The diagnosis of the fuel cell can be regarded as a supervised 

classification learning problem. ANN is utilized to accomplish 

efficient and accurate classification here. As a first-order 

algorithm, the error backpropagation (EBP) algorithm is the 

most popular method in training neural networks. However, the 

EBP algorithm is well known for its low training efficiency. 

Compared with EBP algorithms possessing constant learning 

rates, the second-order algorithms can estimate the learning rate 

in each direction of the gradient using the Hessian matrix, 

which can significantly increase the training speed. By 

combining the EBP algorithm and the Newton algorithm, the 

LM algorithm is ranked as one of the most efficient training 

algorithms for pattern recognition [34]. 

1) The Constitution of Artificial Neural Network 

The neural network is an operational model composed of a 

large number of “neurons” and their connections. Each node 

represents a specific output function called activation function. 

The sigmoid function is adapted in this study. Each connection 

between two nodes represents a weighted value, which is called 

weight, for the signal passing through the connection. Besides, 

bias matrix is utilized for better data fitting results. The neural 

network minimizes the loss function by updating the weight 

matrix and bias matrix to achieve better diagnosis results. Fig.2 

shows the general structure of the neural network used for fault 

diagnosis. In this study, the loss function ˆ( , )d dL x x  of the 

neural network, which is known as the reconstruction error, can 

be calculated by Eq. (7). Neuronal network hidden layer size n 

can be calculated according to the Kolmogorov theorem by Eq. 

(8). The correlation equations are as follows: 

2

1

1ˆ( , ) ( ( ))
N

d d

i i

i

L x x y h x
N


=

= −  (7) 

1in outn n n a= + + +  (8) 

where 
inn  is the number of neurons in the input layer, 

outn  is the 

number of neurons in the output layer and the a is a constant 

( [1,10]a  ). 

The output of the network varies according to the connection 

mode, weight value, and excitation function of the network. As 

mentioned previously, the data-driven diagnosis method 

transforms the problem into supervised classification learning. 

Therefore, a classifier is selected in the output layer of the 

neural network. There are two types of classifiers commonly 

used to deal with multi-category classification problems in 

machine learning, namely, the SoftMax classifier and the K-

Binary classifiers. Their function is to convert linear or 

nonlinear predictive values into category probabilities. Between 

two classifiers, the SoftMax classifier is more suitable for the 

Input Hidden Layer Output Layer Output

W1

b1

W2

b2

Σ Σ

 
Fig. 2.  Pattern recognition neural network 
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case of mutual exclusion of classes. In this study, the state of 

the system is well exclusive (either faulty or healthy). Therefore, 

the SoftMax classifier is used in the diagnosis of the PEMFCs 

system. 

2) The Levenberg-Marquardt Method 

As stated earlier, the training purpose of the neural network 

is to adjust the weight parameters of the network to minimize 

the loss function. The optimization method is to find the 

parameter vector which makes the objective function reach the 

maximum or minimum value. The traditional BP algorithm uses 

the gradient descent method to update parameters. The Gauss-

Newton method uses the Taylor expansion of objective function 

to transform the least square problem of a nonlinear function 

into the least square problem of a linear function in each 

iteration. The LM can be regarded as a combination of the 

steepest descent and the Gauss-Newton method. When the 

current solution is far from the correct one, the algorithm 

behaves like a steepest descent method: slow but guaranteed to 

converge. While the current solution is close to the correct 

solution, it becomes a Gauss-Newton method.  

Derived from the gradient descent method and Newton 

algorithm, the update rule of the LM algorithm is 
1( )T Tw J J I J e − = +  (9) 

    where w  is the weight vector, I  is the identity matrix, and

  is the combination coefficient. The Jacobian matrix J

( P M N  ) and the error vector e ( 1P M  ) are defined as 
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 (10) 

where P  is the number of training patterns, M is the number 

of outputs, and N  is the number of weights. Elements in the 

error vector e  are calculated by 

pm pm pme d o= −  (11) 

where dpm and Opm are the desired output and actual output, 

respectively, at network output m when training pattern p. The 

LM algorithm terminates when at least one of the following 

conditions is met [35]: 

(i) The magnitude of the gradient of 
Te e  drops below a 

threshold 1 .  

(ii) The relative change in the magnitude of 
p  drops below 

a threshold 2 . 

(iii) The error 
Te e  drops below a threshold 3 . 

(iv)  A maximum number of iterations maxk  is completed. 

D. Fault Diagnosis Model Performance Measure 

To evaluate the diagnostic performance, three evaluation 

criteria, accuracy, precision, and recall, are proposed. They are 

essential measurements in the machine learning literature[36]. 

Taking the binary classification problem as an example, 

according to the combination of its real category and the 

prediction category, the sample is divided into four cases: true 

positives (TP), false positives (FP), true negatives (TN), and 

false negatives (FN). The TP, FP, TN, and FN denote their 

corresponding number of samples, respectively. 

The precision for fault x is defined as the proportion of 

faults occurring in the diagnosed ones, herein, it is shown as: 

/ ( )Precision TP TP FP= +  (12) 

The recall for fault x is defined as the proportion of faults 

that diagnosed in the actual faults: 

/ ( )Recall TP TP FN= +  (13) 

The accuracy is an additional and complementary indicator, 

to evaluate the generalization performance globally. It is 

defined as follows: 

/ ( )Accuracy TP TN TP TN FP FN= + + + +  (14) 

Comprehensive consideration of three indicators, the recall 

is the most important measure, because the purpose of fault 

diagnosis is to diagnose the fault comprehensively. Also, F1-

score is also used for evaluation. It is a measure that combines 

precision and recall. It represents the balance between the 

probability that a real event can be detected and the probability 

that an event has been detected but it does occur. It can be 

defined as follows: 
1 2 / ( )F score Precision Recall Precision Recall=   +  (15) 
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III. RESULT AND DISCUSSION 

To verify the effectiveness of the proposed data-based 

method, the following calculations are carried out. Firstly, the 

original sensor data are pre-selected with the support of time-

frequency analysis; secondly, the LM-BPNNs are trained and 

verified by using the pre-selected data from the previous step; 

thirdly, the proposed method is compared with several other 

methods to demonstrate its effectiveness; finally, the effects on 

the size of the training set are discussed. It should be mentioned 

that the proposed method aims to solve the problem of fault 

diagnosis at the background of PEMFC system with complex 

multi-sensor and online implementation requirement. Therefore, 

the methodology can also be applied to fault diagnosis with the 

same requirements.  

A. Effectiveness of Proposed Sensor Pre-Selection Method 

To remove the sensor variables that have little correlation 

with system state variation, the time-frequency characteristics 

of each sensor in different system states are calculated 

respectively. In time-domain analysis, the data collected by 

each sensor is regarded as a whole, and four statistic features 

are extracted from each sensor using Eq. (2)-(5). As shown in 

Fig.3, the large the value discrimination of the three states at 

each sensor, the better the response of the sensor to system 

changes. In other words, the correlation between the sensor and 

the system state changes increases with the increase of the 

separation degree of the four features. It can be seen that the 

four statistic features of the first four sensors are completely 

coincident in the three different system states, which indicates 

the sensor is insensitive to system changes. To quantify the 

difference value, it is transformed into a binary matrix. When 

the difference x is too small (for RMS and Std, x<10; for 

Skewness and Kurtosis, x<1), it is marked as zero; otherwise, it 

is marked as one. Therefore, the full mark is 12. Tables Ⅱ-Ⅳ 

show the results of three typical sensor variables.  According to 

the results, the twenty sensors can be divided into three 

categories. The sensors, with serial numbers of 1, 2, 3, 4, 13, 20, 

have little relationship with the system state (proportion of 

score to full marks less than 25%). The sensors, with serial 

numbers of 5, 7, 8, 11, 12, 14, 15, show a certain degree 

relationship with system variation (proportion of score to full 

marks between 25% and 75%). And the response of other 

sensors to system changes is significant (proportion of score to 

full marks more than 75%). 

In frequency-domain analysis, the wavelet packet transform 

is utilized for the entire dataset firstly. The purpose of this 

process is to find the highest energy, which offers better 

separation ability for further analysis. In Fig.4, it can be seen 

that packets 1, 3, 7 are appropriate for discrimination and the 

packet 7 corresponding energy value is the highest one. This is 

consistent with the results in [12]. After that, the normalized 

energy at packet 7 of each sensor is calculated, and the results 

are shown in Fig.5. The analysis method is similar to that in the 

time domain. The score of the sensors labeled as 1, 2, 3, 4, 11, 

13, 20, is zero in frequency-domain analysis, and the results 

show a high consistency with time-domain analysis. Sensors 

with a lower score in both time-domain and frequency-domain 

will be removed. Therefore, the AOP1, AOP2, COP1, COP2, 

CIT2, and WIT are filtered. The effectiveness of the sensor 

selection method is further verified in C of section Ⅲ. 

 

 
         (c) 

 
           (d) 

Fig. 3.  Statistical feature of twenty sensor data in the different 
health status of PEMFC (a) root mean square (b) standard 

deviation (c) skewness (d) kurtosis 
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TABLE Ⅱ 

 ANODE OUTLET PRESSURE #1 STATISTICAL FEATURES ANALYSES 

Anode outlet pressure #1 std rms 
 

skewness kurtosis 

Faulty-Normal 0 0 0  0 

Unknown-Normal 0 0 0  0 

Faulty-Unknown 0 0 0  0 

 TABLE Ⅲ 

 CURRENT STATISTICAL FEATURES ANALYSES 

Current std rms 
 

skewness kurtosis 

Faulty-Normal 1 1 0  0 

Unknown-Normal 1 1 0  0 

Faulty-Unknown 1 1 1  1 

 TABLE Ⅳ 

 PRIMARY WATER INLET FLOW #2 STATISTICAL FEATURES ANALYSES 

Primary water inlet flow  std rms 
 

skewness kurtosis 

Faulty-Normal 1 1 1  1 

Unknown-Normal 1 1 0  0 

Faulty-Unknown 1 1 1  1 
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B. Evaluation of the Training Algorithms 

After sensor selection, the remaining variables are selected 

for training the neural networks as shown in Fig.6. The pre-

selected sensors are used as the input variables of a neural 

network, and the output variables correspond to three system 

states. The data is firstly normalized by Eq. (1), then the dataset 

is randomly selected into training set (60%), validation set 

(20%), and test set (20%). The training set is used to determine 

the model parameters; the validation set is employed to tune the 

model parameters, and the test set is utilized to verify the 

performance of the model diagnosis. LM algorithm, SCG 

algorithm, and the RP algorithm, which have been commonly 

used in supervised learning, are utilized in the training stage, 

respectively. The purpose of the training algorithm is to adjust 

the parameters to minimize the loss function. To evaluate 

parameter performance, the mean-square error (MSE) is chosen 

as the loss function. 

As shown in Fig.7, the LM algorithm has a faster 

convergence rate and it has begun to converge in the 50th epoch, 

while SCG and RP have begun to converge in the 150th epoch. 

In this study, the criteria for stopping iteration are that the loss 

function is less than 0.001. It can be seen that the LM algorithm 

stops iteration in the 120th epoch, whereas the SCG and the RP 

algorithm need over 200 epochs. Moreover, in the process, the 

training loss of LM is smaller than another algorithm all along. 

In conclusion, the LM training algorithm converges quickly 

with smaller training loss, which has considerable practical 

value in reality. 

 

C. Diagnosis Results Compared with the Other Methods 

To validate the performance of the proposed LM-BPNN 

method, three other methods: SVM, Logistic Regression (LR), 

and LM-BPNN without sensor pre-selection, are used for 

comparison. For the sake of convenience, the abbreviation of 

the proposed method is recorded as LM-BPNN, and the 

abbreviation of LM-BPNN without sensor selection is recorded 

as LM-BPNN-all. The hyperparameter of SVM and LR are 

selected by grid-search for better diagnosis performance. Table 

Ⅵ lists the parameters of the LR; Table Ⅶ displays the 

parameters of the SVM. The parameters of the LM-BPNN-all 

are the same as the LM-BPNN as shown in Table Ⅷ. The sole 

diversity between them is whether the sensor is filtered in the 

 
Fig. 4.  Energy contained in each packet 
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Fig. 5.  Wavelet packet decomposition energy characteristics of sensor signal 

data 
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Fig. 6.  Neuronal network’s final structure 
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Fig. 7.  Learning curves of the different training algorithm: Scaled Conjugate 

Gradient vs. Bayesian Regulation vs. Levenberg-Marquardt 

 
TABLE Ⅴ 

 DIAGNOSTIC EVALUATION OF FOUR CLASSIFICATION ALGORITHMS 

Algorithm SVM LR LM-BPNN-all LM-BPNN 

Accuracy (%) 95.57 90.62 95.37 99.18 

Precision (%) 99.31 91.29 88.01 99.59 

Recall (%) 90.45 89.46 93.87 98.06 
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data processing stage. It should be mentioned that the LM-BP 

neural network in this work was running in the MATLAB 

R2019a; the SVM and the LR was running in python 3.8.3.  

 

The accuracy, precision, and recall in the testing data set of 

the above four methods are shown in Table Ⅴ. It can be seen 

that the proposed LM-BPNN method engenders the best fault 

diagnosis results, of which the accuracy rate reaches 99.2%, the 

precision rate reaches 99.5% and the recall rate reaches 98.3%. 

Due to the large proportion of data in normal state, high 

accuracy and precision can be obtained by correctly identifying 

the data in the normal state. However, the most concerned part 

of fault diagnosis is the fault part. Therefore, as a more 

concerned evaluation index in fault diagnosis, the high score of 

the recall reveals the proposed method can deduce most of the 

system faults. 

The diagnosis result of SVM reaches the same level as LM-

BPNN in the precision of diagnosis in Table Ⅴ, but the lower 

score of the recall means the faulty state and the unknown state 

cannot be distinguished well in SVM. Meanwhile, as a small 

sample learning method, its time-cost increases rapidly with the 

growth of training data samples. It is noteworthy that the LM-

BPNN-all uses all the data monitored in the experiment as input 

variables; its diagnostic performance is not as good as LM-

BPNN. It confirms that the proposed sensor selection method is 

effective; with an optimal sensor set, different fuel cell states 

can be discriminated with better quality.  

 

D. Effects of Training Sample Size 

To explore the relationship between the size of the training 

set and the fault diagnosis performance when the LM-BPNN 

methods are applied, comparative experiments using different 

training set sizes are performed. Fig.8 shows the diagnosis 

accuracy, recall, and F1-score with different training sample 

sizes when the LM-BPNN methods are applied. The historical 

dataset obtained from the EC fuel cell system is 206,400 in total 

TABLE Ⅵ 

PARAMETERS OF LOGISTICREGRESSION MODEL 

Parameters Value 

'C' 1 
class_weight None 

dual False 

fit_intercept True 
intercept_scaling 1 

l1_ratio None 

max_iter 100 
multi_class auto 

n_jobs None 

penalty 12 
random_state None 

solver lbfgs 

tol 0.0001 

verbose 0 

warm_start False 

 

 TABLE Ⅶ 
PARAMETERS OF SUPPORT VECTOR MACHINE MODEL 

Parameters Value 

'C' 1 

break_ties False 

cache_size 200 
class_weight None 

coef0 0 

decusuib_function_shape ovr 
degree 3 

gamma scale 

kernel rbf 
max_iter -1 

probability False 

random_state None 
shrinking True 

tol 0.001 

verbose False 

 

 

 
        (a) 

 
          (b) 

Fig. 8.  Fault diagnosis results with different training sample sizes (a) the data 

proportion of the three system states is fixed (b) only the data of the healthy 

and unknown are added in the training set 
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TABLE Ⅷ 

PARAMETERS OF SUPPORT VECTOR MACHINE MODEL 

Parameters Value 

trainFcn Levenberg-Marquardt 
hiddenLayerSize 10 

divideFcn dividerand 

trainRatio 60% 
valRatio 20% 

testRatio 20% 

performFcn mean squared error 

activation functions sigmoid 
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(normal-171,000, faulty-111,111, unknown-24,260). The data 

proportion of the three system states in Fig.8 (a) is consistent 

all the time; while in Fig.8 (b), only the data of healthy and 

unknown are added in the training set. The number on the 

horizontal axis represents the percentage of the total dataset.  

It can be seen that the accuracy of the diagnosis diminishes 

with decreasing training samples in Fig.8 (b); the main reason 

is that the limited training samples cannot provide enough 

classification information. This reveals that the LM-BPNN 

based method is suitable for dealing with large-scale training 

sets. However, the recall score does not appear the same trend 

as the accuracy; the lowest recall is obtained when all data sets 

are utilized. In Fig.8 (a), the recall and the accuracy show 

consistent changes; they increase slightly with the increase of 

sample size. Therefore, the trends change of diagnostic 

performance should be caused by data imbalance. Except for 

collecting enough training samples for better diagnosis results, 

the data balance also should be noticed in the practical data 

accumulation. Nevertheless, in practice, the amount of data 

collected in the faulty condition is far less than the data in the 

healthy. To solve the imbalance problem thoroughly, the 

method of modification to the weights of data under different 

system states in the loss function of the classification model will 

be adopted in the future study. Furthermore, it is critical 

whether the class weight equal to the reciprocal of the 

proportion of the total number to data scales, in different data 

scales.  

IV. CONCLUSION 

As one of the solutions to increase the PEMFCs system 

reliability and stability, fault diagnosis can provide effective 

guidance for fault-tolerant control of the system and effectively 

reduce equipment downtime maintenance. Due to the multi-

domain knowledge is included in the PEMFCs model 

development, the development of an accurate PEMFCs model 

is extremely difficult. Moreover, some failure mechanisms 

cannot be modeled accurately. Therefore, this study develops a 

data-driven diagnostic technique based on LM-BPNN. To 

alleviate the data explosion from increasing numbers of sensors 

located on current systems, and achieve a balance between 

computational time and diagnostic accuracy, the sensor pre-

selection method is utilized before diagnosis. 

The sensors are filtered through the analysis of time-domain 

(statistical method) and frequency-domain (wavelet packet 

transform); the variables with poor response to the changes in 

system states are removed from the original dataset. Later 

diagnosis results confirm that the proposed sensor pre-selection 

method is effective; with an optimal sensor set, different fuel 

cell states can be discriminated with better quality. The data, 

obtained from the historical databases and experienced pre-

selection, are utilized to train the neural network. According to 

practical application, a sigmoid function is chosen as the 

activation function, and the SoftMax classifier is used in the 

output layer. For the sake of high computational efficiency, the 

training algorithm, i.e., LM, SCG, and RP, are employed 

separately. The result reveals that the LM algorithm can 

converge quickly and with smaller training loss. Furthermore, 

the comparison with three other frequently-used methods 

validate the better performance of the LM-BPNN with the pre-

selection method. Results demonstrate that with the proposed 

method, the fault state of the system can be identified quickly 

and effectively. 

In conclusion, the overall results indicate that the optimal 

sensors can yield reliable system information and reduce 

unnecessary calculation burden. Besides, the LM-BPNN based 

method offers the possibility of online diagnosis because of its 

high computational efficiency. It should be mentioned that this 

study can be employed in further work, which considers the 

sensitivity of sensors to system performance changes under 

different failure modes. 
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